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Intervals Based on Normal Populations



Learning Objectives

1. Construct confidence intervals for the mean in small n normal
populations with σ2 unknown.





Small Sample Size with Unknown Variance

▶ If the sample size, n, is too small for the CLT, then the normal
approximation is invalid.

▶ We still wish to replace σ with s, however, the underlying
distribution changes.

▶ In general, the statistic we will use is

T = X − µ

S/
√

n .

▶ This will have a t distribution with n − 1 degrees of freedom, denoted
tn−1.
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The t Distribution

▶ The t distribution looks similar to a standard normal, with more
weight in its tails.

▶ As the number of degrees of freedom, ν, grows, the normal
distribution is approached.



The t Distribution

▶ The t distribution looks similar to a standard normal, with more
weight in its tails.

▶ As the number of degrees of freedom, ν, grows, the normal
distribution is approached.



The t Distirbution, Visually

−3 −2 −1 0 1 2 3

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

X

D
en

si
ty

df = 2
df = 5
df = 10
df = 30
N(0,1)



Confidence Intervals with a t Distribution

▶ We can use the critical values, denoted tα/2,ν and t1−α/2,ν in the
same way as the normal critical values.

▶ This will then give

P(tα/2,ν ≤ T ≤ t1−α/2,ν) = 1 − α.

▶ The resulting interval estimator will remain X ± tα/2,n−1
S√
n .

▶ As before, can use this for sample sizing.

▶ This is only true if the population is assumed to be normal.
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Summary

▶ When variance is unknown, but the population is still assumed
to be normal, and we have small sample sizes, we need to use a
t distribution to form the confidence intervals.

▶ The t distribution will work for large samples as well, but the
normal approximation will not work in small samples.

▶ The t distribution approaches the normal distribution as
ν → ∞ (where ν = n − 1 in this case).
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